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a b s t r a c t

This paper deals with an optical character recognition (OCR) system for handwritten Gujarati numbers.

One may find so much of work for Indian languages like Hindi, Kannada, Tamil, Bangala, Malayalam,

Gurumukhi etc, but Gujarati is a language for which hardly any work is traceable especially for

handwritten characters. Here in this work a neural network is proposed for Gujarati handwritten digits

identification. A multi layered feed forward neural network is suggested for classification of digits.

The features of Gujarati digits are abstracted by four different profiles of digits. Thinning and skew-

correction are also done for preprocessing of handwritten numerals before their classification. This

work has achieved approximately 82% of success rate for Gujarati handwritten digit identification.

& 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Gujarati belonging to Devnagari family of languages, which
originated and flourished in Gujarat—a western state of India, is
spoken by over 50 million people of the state. Though it has
inherited rich cultural and literature, and is a very widely spoken
language, hardly any significant work has been done for the
identification of Gujarati optical characters. The Gujarati script
differs from those of many other Indian languages not having any
shirolekha (headlines). Gujarati numerals do not carry shirolekha
and it applies to almost all Indian languages. The numerals
in Indian languages are based on sharp curves and hardly any
straight lines are used. Fig.1 is a set of Gujarati numerals.

Moreover, some of the digits in various languages share
relatively similar shapes although they have different meanings
in different languages. Table 1 presents the digits 0 – 9 as they
appear in many other Indian languages.

As it is visible in Fig. 1, Gujarati digits are very peculiar by
nature. Only two Gujarati digits one (1) and five (5) are having
straight line, making Gujarati digit identification a little more
difficult. Also Gujarati digits often invite misclassification. These
confusing sets of digits are as shown in Fig. 2.
ll rights reserved.
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As shown in Fig. 2, digits zero (0, three (3) and seven (7), digits
one (1) and six (6), and digits eight (8) and nine (9) share similar
shapes.

This paper addresses the problem of handwritten Gujarati
numeral recognition. Gujarati numeral recognition requires
smoothing, thinning, skew detection and correction, and normal-
ization process is performed as preprocess. Further, profiles are
used for feature extraction and artificial neural network (ANN) is
suggested for the classification. This paper is organized in the
following sections; Section 2 describes the early attempts in
Indian language OCR. Section 3 explains suggested preprocessing.
Section 4 is devoted to feature extraction. Section 5 describes the
suggested artificial neural network and Section 6 describes the
training of the network. Lastly in Section 7 the results are
explained. The result section is then followed by conclusions.
2. Some early attempts in Indian language OCR

A lot of research work has been done and is still being done in
OCR for various languages. More and more researchers are
attracted to this challenging field. Though this technology has
advanced to a much high level, for English that is not the case for
many Indian languages. Since not much work has been done on
Gujarati and as some similarities are found in the patterns of
numbers of various Indian languages as evident in Table 1, I have
taken the research work done in other Indian languages as a
reference point. Further, since OCR is categorized in two classes,
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Fig. 1. Gujarati digits 0–9.

Fig. 2. Confusing Gujarati digits.

Table 1
Digits 0–9 in various Indian languages.
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OCR for printed characters and OCR for handwritten characters,
the literature is discussed accordingly.

One can trace the history of printed character recognition in
Indian languages since 1977. I could find the first ever, traceable
attempt made by Rajsekaran et al. [1] in the year. They presented
their work to identify printed Telugu characters, and it identified
50 printed primitive Telugu characters. This work used the shapes
of characters for identification, followed by the statistical
approach, the decision tree, for classification. After this paper
one will find various contributory works in Indian languages by
many researchers. Sinha et al. [2] in 1979 presented work for
Devnagari scripts. In this work they analyzed the structural
characteristics of Devnagari scripts. Here various aspects of
Devnagri scripts were also reported. In 1984 Ray et al. [3]
presented work on Bengala character recognition based on
nearest neighbor classifier. Rao et al. [4] used feature-based
approach to recognize Telugu scripts in 1995, suggesting the use
of canonical shapes of printed Telugu characters, and achieving
success rate between 78% and 90%. The use of neural network can
be found for recognition of characters of an Indian language in
work presented by Sukhswami et al. [5] in 1995. In this work they
recognized Telugu characters. Also authors suggested multiple
neural network associative memory (MNNAM) model to handle
the problem of shortage of memory. In the year 1998 Chaudhari
et al. [6] presented a work to recognize printed Bangala
characters, using templates matching and feature-based tree
classifier. The authors also suggested characters unigram statistics
to make the tree classifier more efficient. In this work 95.5% of
success was recorded. The first ever work of character recognition
for printed or digitized Gujarati language was done in 1999. In
this year Antani et al. [7] presented a work in which they used
euclidean minimum distance classifier (EMDC) and hamming
distance classifier (HDC) to classify various printed Gujarati
characters. However they obtained a very low recognition rate
of 67%. In 2002, Garain et al. [8] proposed an algorithm, based
on fuzzy multi-factorial analysis for segmentation of touching
printed Devnagari and Bangala scripts. Chaudhuri et al. [9]
presented a work on the recognition of printed Oriya script in
2002. This work presented line segmentation, word segmentation,
character recognition and character segmentation. It achieved on
average 97% accuracy. Chakravarthi et al. [10] noted that it was
difficult to achieve more than 93% of recognition accuracy. They
have also listed out some of the factors to improve recognition
accuracy up to 97%. Lakshmi et al. [11] presented their work to
recognize printed basic symbols of Telugu language. This work,
presented in 2003, used seven moments for feature abstraction
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and then K-nearest neighbor algorithm. In this work authors have
reported 90–100% accuracy. Many times in a single document
more than one script are used. This situation was considered by
Pal et al. [12] in 2003. In this work they identified different lines
printed in different scripts. They did this with the help of
characteristics of various scripts, contour tracing, water reservoir
principle, left and right profiles etc. For classification of languages
they have made use of binary tree classifier. Pal et al. [13]
presented a survey of character recognition in 2004. Dholakia
et al. [14], in 2005, presented their work on Gujarati language. In
this work they presented an algorithm to identify various zones
used for Gujarati printed text. Here authors have used horizontal
and vertical profiles for line and word segmentation. Further, the
zones are identified by slope of lines created by upper left corner
of rectangle created by the boundaries of connected components.
In this work 95% of accuracy has been recorded for segmentation.
In 2006, Anuradha et al. [15] presented their work for digitization
of old documents. When Indian scripts are used, horizontal
segmentation becomes very difficult. Jindal et al. [16] addressed
this problem for eight major Indian printed scripts in 2007.
They achieved 96.45–99.79% of accuracy through this presented
algorithm. In 2008, Anuradhasrinivas et al. [17] gave an
exhaustive overview of OCR research in Indian scripts. In this
paper they have surveyed in detail various Indian languages. In
the same year Manjunatharadhya et al. [18] presented a system
for multilingual character recognition for printed south Indian
scripts, Kannada, Telugu, Malayalam and Tamil. Here they have
used Fourier transform and principal component analysis (PCA).
Good efficiency has been recorded in this work for both printed
document and also tested for handwritten characters.

Compared to OCR for printed characters, very limited work can
be traced for handwritten character recognition for Indian
languages. Chinnuswami et al. [19] in 1980 presented their work
to recognize hand printed Tamil Characters. In this paper, authors
have used structure of the Tamil characters. Using the curves
and strokes of characters, the features were identified and
statistical approach was used for the classification. Dutta et al.
[20] recognized both printed and handwritten alpha–numeric
Bengali characters using curvature features in 1993. Here features
like curvature maxima, curvature minima, and inflexion points
were considered. In this work recognition was performed on
isolated characters. Thinning and smoothing were also performed
prior to classification of characters. In 2007, Banashree et al.
[21] attempted identification of handwritten Hindi digits, using
diffusion half toning algorithm. 16-segment display concept has
been used here for feature extraction. They proposed a neural
classifier for classification of isolated digits. Here they achieved
accuracy level up to 98%. In 2008, Rajashekararadhya [22]
proposed an offline handwritten OCR technique for four south
Indian languages like Kannada, Telugu, Tamil and Malayalam. In
this work they suggested a feature extraction technique, based on
zone and image centroid. They used two different classifiers
nearest neighborhood and back propagation neural network to
achieve 99% accuracy for Kannada and Telugu, 96% for Tamil and
95% for Malayalam. In 2009, Shanthi et al. [23] used support
vector machine (SVM) for handwritten Tamil characters. In this
Fig. 3. Scanned digits o
work image subdivision was used for feature extraction. They
recorded 82.04% accuracy.
3. Preprocessing

For developing a system to identify Gujarati handwritten
digits, I have collected numerals 0–9 written in Gujarati scripts
from 300 different people of various background and different
genders. These numbers were scanned in 300 dpi by a flatbed
scanner. Initially they are in separate boxes of 90�90 pixels each.
Since our problem is to identify handwritten digits, the first thing
required is to bring all the characters in a standard normal form.
This is needed because when a writer writes he may use different
types of pens, papers, they may follow even different styles of
writing etc. In Fig. 3 the scanned images are illustrated which
show the need for preprocessing of the images before processing
them for the classification.

In Fig. 3a the set of characters shows digits written on a
blotting paper type of paper and that too with an ink pen. It is
notable about in these digits that the boundaries of these
characters are very uneven and smoothness is absent there. Also
because of the spreaded ink the thickness of characters in Fig. 3a
is more than that in Fig. 3b. Fig. 3b is a set of scanned numerals
which are written on a good quality paper. You can see the digits
in Fig. 3b are thinner and having smoother boundaries. Fig. 3c is
an interesting case. Most of the people keep their paper in an
angular position while writing. As a result a skewness is created in
most of the characters. Observe this skewness in digit five which
is shown in Fig. 3c and compare it with the first digit of Fig. 3c
which is a printed digit and that is why there is no skewness in it.
Next characteristic which needs to be addressed is the size. When
handwritten digits appear in picture we need to deal with the
digits with different sizes as all the people write in different sizes.
Fig. 3d shows a single digit, six, written in different sizes by
different people.

The first preprocess which is performed is an adjustment of the
contrast. The contrast adjustment is required to remove the use of
ink of different colors and also different intensities of black. To
adjust contrast the contrast limited adaptive histogram equaliza-
tion (CLAHE) algorithm is employed here in this work. This
algorithm is utilized with 8�8 tiles and 0.01 contrast enhance-
ment constant with uniform distribution. Further, the boundaries
of images of digits are required to be smoothening out. The
smoothing is done using median filter. The median filter is
performed on each 3�3 neighborhood pixels. Fig. 4 shows the
digits before and after contrast adjustment and smoothing
process.

Further the digits are in different sizes. For OCR, we need to put
all the handwritten digits in an uniform size that is—the digits
should be in normal form. Ashwin et al. [24] have proposed the
use of support vector machine (SVM) method for size indepen-
dent identification of Kannada printed characters. In order to
keep our algorithm simple, here in this work all the digits are
reconstructed in the size of 16�16 pixels, using nearest
neighborhood interpolation (NNI) algorithm.
f different nature.
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Fig. 4. Smoothing process: (a) original images; (b) smooth images.

Fig. 5. Pattern profile of 3�3 pattern matrix.

Fig. 6. 3�3 Pattern.

A.A. Desai / Pattern Recognition 43 (2010) 2582–2589 2585
4. Feature extraction

In optical character recognition, the most important aspect is
extraction of features of each of the numerals that are required to
be identified. As seen in Section 1, most of the Gujarati numerals
are based on very sharp curves, and for handwritten numerals
also these curves may be very irregular. In this case it is very
difficult to extract different objects or components which
constitute unique features for each of the individual Gujarati
numerals. To handle this situation here in this work, various
profiles of digits are used as template to identify various digits. In
this very simple but effective, feature extraction technique the use
of four different profiles, horizontal, vertical, and two diagonals, is
suggested. It is like a puzzle to solve. For example, if we take a
3�3 box and you are asked to activate all pixels which has 2,1
and 2 activated pixels in the first, second and third row,
respectively, this is the X-profile of the pattern. In Fig. 5 such
four profiles are shown for a 3�3 pattern.

Thus if the four profiles—X-profile, Y-profile, diagonal1 profile
and diagonal2 profile—for a pattern is (2,1,2), (2,1,2), (1,0,3,0,1)
and (1,0,3,0,1) respectively, the pattern in question would be as
shown in Fig. 6.

The vector of these four profiles, that is [X-profile, Y-profile,
diagonal1 profile, diagonal2 profile], can be used as an abstracted
feature for identification of a digit. For the pattern shown in Fig. 6,
the feature vector or profile vector is [2,1,2,2,1,2,1,0,3,0,1,1,0,3,
0,1]. For Gujarati numeral recognition profile vector is created for
all the digits which are converted into 16�16 pixels after
preprocessing. The orientation or the skew which exists in the
writing of most of the writers is the next thing to remove from the
digits before their identification. Chaudhuri et al. [25] have
proposed an algorithm to remove skew from digitized Indian
script. But in this work, skew is detected and removed from the
entire document. Here we need to deal with skew correction for
individual digits. To handle this different situation of skew,
rotation up to 101 about center point (xc,yc) of the digit is
performed on each of the standard digit which are considered in
the train set. Thus five more patterns for each of the digits are
created in both clock wise and anti clock wise directions with the
difference of 21 each. The following geometric transformations (1)
and (2) are performed on each and every pixel for the clock wise
and anti clock wise direction, respectively,

x0 ¼ x cosyþy sinyþxcð1�cosyÞ�yc siny

y0 ¼ �x sinyþy cosyþycð1�cosyÞþyc siny ð1Þ

x0 ¼ x cosy�y sinyþxcð1�cosyÞþyc siny

y0 ¼ x sinyþy cosyþycð1�cosyÞ�xc sin y ð2Þ

Here, (x0,y0) is the pixel after transformation, (x,y) is pixel
before transformation and the y is the angle of rotation. Fig. 7
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Fig. 8. Feed forward back propagation neural network.

Fig. 7. Digit 5 in different orientation.

Table 2
Neural network details.

Network Feed forward back propagation

Layers 3 (Input, Hidden, Output)

Layer details Neurons Training function

Input layer 94 transig

Hidden layer 50 transig

Output layer 10 logsig

Back propagation training function traingdx

Back propagation bias learning function learngdm

Performance function MSE

Performance goal 0.01

Input range [0.94]
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shows a resultant images of a digit which can then be considered
in the training set of a digit 5 after rotation.
Fig. 9. Features represented by a profile vector.
5. The neural network

As Luh Tan et al. [26], Sukhswami et al. [27], Wellner et al. [28]
etc. have used neural network for character classification, in this
work of Gujarati numeral classification too, neural network is
suggested. A feed forward back propagation neural network
is used for Gujarati numeral classification. This proposed multi-
layered neural network consists of three layers with 94, 50, and
10 neurons, respectively. The input layer is the layer which
accepts the profile vector which is of 1�94 in size. As this
network is used for classification of 10 digits, it has 10 neurons in
the output layer. Fig. 8 shows this feed forward back propagation
neural network.

In Table 2 further specification details of the network used for
classification of Gujarati numbers are given.
6. The training of network

For this experiment, a total of 278 responses were taken into
consideration. Thus total images considered for this experiment is
2798, taking 10 digits per responder. Out of these 278 sets of
various images of digits, 11 sets were created by a standard font.
For training, the features are abstracted first for all of these
images of digits. A profile vector for a digit five is shown here

½1 2 1 1 1 7 8 1 1 1 1 2 15 10 3 2 6 5 4 4 4 4 4 5 7 1

1 1 1 4 4 2 0 0 0 0 0 0 0 0 0 0 0 0 0 4 6 8 7 6 5 5
2 2 2 2 2 2 2 2 0 0 0 0 2 3 2 2 1 1 1 1 1 2 3 4 3 3
3 3 2 3 2 2 2 2 2 1 0 1 1 2 1 1�

Fig. 9 is demonstrating how this profile vector represents the
feature of the same digit.
Initially, the neural network is trained for one set of standard
digits zero to nine and 10 sets of skew corrected digits zero to
nine; i.e. the network is initially trained for 110 images which
were created using a standard font. After the training this network
is further trained for more 50 sets of handwritten digits that are
for 500 digits. Fig. 10 shows the performance graph of one of such
training sessions.

In the Fig. 11 the complete process of Gujarati numeral optical
character recognition is shown.
7. Results

As mentioned above this network was trained for total 61 sets
of digits, and was tested for 203 other new sets of digits and also
for the sets by which the network was trained. In total the
network was trained by 610 digits and tested for 2650 digits.
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In totality this network gave 81.66% of success rate. The success
rate for the training set is higher than the overall success rate. The
success rate of the first 110 digits is just 71.82% but for
Fig. 11. Gujarati handwritten optica

Table 3
Result summary.

Sets Nos of digits

11 sets of standard fonts 110

50 sets of handwritten digits 500

200 sets of handwritten digits 2000

Total 265 sets 2650

Table 4
Performance of network for test set.

Digits 0 1 2 3 4

0 49 1 0 0 0

1 0 44 1 0 3

2 0 1 48 0 0

3 0 0 0 40 3

4 0 1 0 0 49

5 0 1 0 0 2

6 4 1 0 7 0

7 1 0 0 0 0

8 0 0 1 0 1

9 0 0 1 0 0

Fig. 10. Performance of training.
the later 500 digits is 91.0 %. The results are summarized in
Table 3.

Let us examine the results obtained for the different digits. The
Table 4 shows the confusion among, the identified digits while
testing the proposed network for the training sets of handwritten
digits.

While testing the network, it is seen that the success rate of
identification of zero, four and seven, is very high, i.e. 98%. And it
is as low as 72.0% for the digit six. The digit six is misidentified as
three for seven times out of fifty, that means six is identified as
three for 14% of total attempts. Similarly the digit one is identified
as four for 6% attempts. The digit three is misidentified as seven
for 14% of attempts. Thus the most confusing digit here is the digit
6. Table 5 shows success rate for all 2650 handwritten digits.
This table shows more interesting results. The maximum success
rate achieved is for the digit four and that is 96.23%. The success
rate is also high for digits eight and zero and that is 92.46% and
91.70%, respectively. The success rate of this proposed network
is very low for the digits six and three with 60.0% and 67.55%,
respectively. Digit zero has been misread as nine and seven
for 3.78% and 3.02%, respectively. Zero is also misidentified as one,
two, four and eight for one attempt each. Digit two is
misidentified as digit four for 32 attempts out of 265, i.e. for
12.08%. Digit one is also misidentified as digit five for 3.02%. One
is also misidentified as two, six and three. Digit one has never
been identified as three and seven, Digit two is misidentified as
l character recognition process.

Type of sets Success rate (%)

Training sets 71.82

Training sets 91.0

Test sets 81.50

81.66

5 6 7 8 9 Success (%)

0 0 0 0 0 98.0

1 1 0 0 0 88.0

1 0 0 0 0 96.0

0 0 7 0 0 80.0

0 0 0 0 0 98.0

46 0 0 1 0 92.0

0 36 2 0 0 72.0

0 0 49 0 0 98.0

0 0 0 48 0 96.0

0 0 0 3 46 92.0
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Table 5
Performance of network for all the digits.

Digits 0 1 2 3 4 5 6 7 8 9 Success (%)

0 243 1 1 0 1 0 0 8 1 10 91.70

1 1 212 5 0 32 8 3 0 3 1 80.00

2 0 4 207 0 13 25 8 1 4 3 78.12

3 4 0 1 179 16 1 8 55 1 0 67.55

4 0 5 0 1 255 2 0 0 2 0 96.23

5 0 16 0 0 30 204 4 6 4 1 76.99

6 22 12 7 30 16 5 159 13 0 1 60.00

7 10 3 0 7 6 1 1 235 1 1 88.68

8 2 6 3 0 1 1 0 0 245 7 92.46

9 5 2 10 0 1 0 0 0 22 225 84.91

A.A. Desai / Pattern Recognition 43 (2010) 2582–25892588
five for 9.44% and as four for 4.91%. It is misidentified as six for
eight times and four times each for digits one and eight. Digit two
is never identified as digit zero and three. The failure rate of
identification of digit three is maximal for digit seven and that is
20.76% and for digit four it is also as high as 6.04%. Digit four is
confused as digit one in five attempts out of total 265 tests. Digit
five is again a confusing digit for this proposed network. In 11.32%
five is misidentified as four and 6.04% as one. Digit five is never
identified as zero and two. Digit six has given weakest
performance. It is misidentified as three for 11.32%, as zero for
8.31% and as four for 6.04%. Six is never identified as eight. Digit
seven is identified as zero in ten attempts and in seven attempts is
identified as three. Network has misidentified digit eight as nine,
one and two in 7, 6 and 3 attempts, respectively, out of 265.
The failure rate of digit nine is high for digit eight and it is 8.31%.

In Section 2, we have noted down the accuracy level that has
been obtained by various researchers for handwritten character
recognition in some of the Indian languages. The result that has
been achieved here in this work for handwritten Gujarati numeral
recognition, i.e. about 82% of success rate, is very good compared
to the even printed character recognition [7] in Gujarati. There is
no other literature that I could find on handwritten Gujarati
optical characters recognition for comparison. Hindi numeral [21]
has demonstrated good accuracy which is higher than the work
presented here for Gujarati numerals. Compared to handwritten
character recognition for the Kannada, Telugu, Tamil, Malayalam
languages [22,23], the result obtained here is low. However, the
result obtained for Tamil character recognition [23] is as good as
results presented in this work.
8. Conclusion

In this work a feed forward back propagation neural network is
proposed for the classification of the Gujarati numerals. Various
techniques are used in the preprocessing phase before imple-
menting classification of numerals. The overall performance of
this proposed network is as high as 81.66%, but still it is not up to
the mark. The performance of any classification model is mainly
based on the feature abstraction. To improve the performance of
this prototype, the improved features abstraction technique and/
or the preprocessing techniques are possibly required. As a whole,
this model offers a satisfactory success rate but it is subject to
further improvement.
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